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FSO+RF for increased network 
connectivity. FSO for throughput. 

High Altitude Ice Clouds 
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I “Clouds Get In the Wav” -- Reduces FSO Link Availabilitv ... 
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Ground Platform 
Environment . 0-65MPH On the Halt(On the 
MOW . Maximum Slant Range t o  
C130: 50 Km . Vibration spectrum: HUMMV 
Power Spectrum Density . 2.r~ Hemispheric Coverage . Laser ~m = ~ * n  operator= 

m - 

! 1nnrr I 

Interface with Local 
Ground network 

IOO-mO km 
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Air-air cross1 ink . F ul I duplex 
4 System availabil i t y 4 0  % 
1FSO--5Gbps@90% availability 

 support air-air and air-grou nd 
simultaneousty 

IRF-274 Mbps@95% 

Airborne Platform 
Environme nt . 325 kts at 25 kft  altitude, . Maximum Slant Range t o  
HUM: 50 Km . Maximum Slant Range t o  
another C130: 200 Km . 4.r~ Hemispheric Coverage . Laser: Eye safe to operator- I 

Air-around link . F ul I duplex . System availabil i t y 4 0  % 
.FSO-2.5Gbps@60% availability 
.RF-274 Mbps@95% availability 
m ~ ~ e r f a c e  with GIG-E and NCRS I 
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%I& Technical Challenge ScIoi 
. Physical Links . 5 Gbk FSO Link: Pmr*Pperture prod& conducive to Link Margin and SWaP 

rn FSO Data Rate 3 2.5 &k, Air-to-&curd i &curd-to-Air 
rn FSO Data Rate 3 5 GWs,Air-to-Air 

. 274 Mbk RF Link: Pmr*Aperture product conduciveto Link Margin and SWaP 
- Spectrum diciencyin availdde bands enddim & k a t  rrilitaryrmges 3200Km 

1 Nominal 40-50 dB uariation kmu- of atmosphHicturbulence [i .e.,  scintillation] 
1 Link h i l a b i l i t y  bemu- of lirrited Pmr*Aperture product 
1 k r o -  Opti c dfects in  airborne pl atfor ms 
1 Mordable Pointing, Acquisition, Tracking 
1 Obscurants [clouds, haze, rain, s n w ]  
1 Recei- Perfor man- ys Co mpleAty [e .g ., AP D , P IN , P MT] 

+ Network . Network traffic: 
- Characteristi~ of data sources. (Volume, Burst, Stream) 

- Network element capability: 
- Mobility, altitude, orbital pattern. 
-Link or port density. 

- Tolerance of network to node or link outage. 

. Traffic demand. (Consumers, Diversrty) 

. Survivability 

. Reliability with limited redundancy, intermitbent, directional links 

.5+ Cbh encryption of a highly mobile transitory node network . Dynamic QOS to provide ‘Dial Tone’ Le. ,9596 network availability . Traffic prioritization, dynamic link allocation, buffering routers . Platform . Air Segmnt 

. Ground Segment 
- Minimizing SWaP a r d  Mdd Line irrpactz to vhide [d rq  & WEim =fud] 

- Mobi I e gcurd opt cal terrri nd 
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Hybrid System Consideration 

Net work 
deployment with 
integrated 
weather forecast 

I OoS schema for 

‘\ 

Proactive routing 
and topology 
control 

Q o S  schema t o  
variable data rate 
across multiple 
physical layers 

Nodal Awareness I 

/ I Network 

Use RF, FSO or tmth 

Distributed or Form factor & Potential to 

FSO Apertures transitim 
1 Combined RF/ (1 SWaP for (( ;;;Ee sight 
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ORCA Networking 
m 

HETEROGENEOUS 0 
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1 - - - - - - 1  ; ORCA ; 
THEATER I No& 
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H O M O G E N E O U S  MANETs 
Wth QoS ROUTING 

0 HETEROGENEOUS 
GATEWAYS 

I 

iWm rki ng C ha1 lenges: 
- Extending Tactical Nework: Provide QoS at gigabit rates across heterogeneous nodes with data 

- Dynamics: Soft handoffs beween dual links due to connectivity degradations 
- Security: Provide gigabit rate IPSEUHAIPE for tactical nodes 

a g g reg at1 D n 
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Tactical Backbone Network 

Successful Aomop#eo#s 
MANETs using advanced 
Scheduling, QoS, and 
Routing Technology 

A 

- 
Successful Aefemp#eo#s 

& I  - - I Gateways using IP-based 
applications as “Stub-nets” 
to MANET backbone 
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CONDOR Phase 2 Implementation m 

CONDOR \ Gateway 
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L I 

Tactical Ops Center 

LAN 
Sewer-  

CONDOR Phase 3 Implementation 
IS Phase I Simulation) 
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In m a rsat E P L  S 
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1 
Tacti eo mp5 

Delay 50ms, 64kbps Delay 3OOms 64kbps 
LossyjOutage Periods - LossylLossless Periods - LossyjOutage Periods 
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CONDOR Jump 
Command Vehicle CONDOR \ Gateway 
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Persistent 
Storage 

Caching 1 Content 
Ad d r e s a  b le 

I 

I 
Routing Database 

1. Application E 

Blue Force 
Tracking 

I I  

A 

Modularizat ion thru RPC- 

I I  

IikdXML interfaces - 
toolchain independent 

+ Isolates core forwarding 
functionality by specifying 
plug-in extension interfaces. 

+ Benefit from COTS 
economies of scale 

+ Allow DoD-specific 
extensions 

+ No need to stovepipe 
+ Plug-ins allow cost control 
+ Export control simplified 

Routing I 
Policy 
Mo du le 1 I 
- -  

+ No Military Code ! 
Routing Requirements in Open 
C o ntrol Source Product 

I ,A- I) Bridge between I I 
hekmgeneous 
networks 
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COTS economies of scale without 
the COTS functionality straitiacket! 
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Phase I Metrics (cant 
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Italic Items are primary Metric; Un-italic 
i t e m  are Sub-metrics t o  primarq Mehic 

Ground node thatwith a direct interface to  
the  GIG, ground node with a direct interface 
t o  tactical network gateway, airborne 
network in 3 s e gment that provides 
connectirtq b e h e e n  ground GIG node and 
tactical network gatewlar, node; 

C onformrtyto IF& protocol standard IF& 
in clus h e  of li rkjnetwork s ecu r i t v  

Inc lN ion  of lirk dkruption mitigation 

I lnlbinn In lmrd I 

7 .  NETWORKING 

Support t o  al l  D OD QoS seru icE defined by 
ASD N II 

Airborne nehork ingsegment tha t  suppork 2 
4 platforms with multiple n e h o r k  ing nodes; 
End-to-end network configuration with 
minimum support to: one ground GIG node. 
four airborne platforms each with multiple 
n o d s  for mesh an#or mobile ad hoc 
networking suppor t  and two ground tactical 
network nodes each with up t o  64 IP 
addressable tactical communicatiom nodes 
Secure communications capabilrty[ i.e. 
HAIPE] for en&to-end secure t rampor t  that 
k permksible b y t h e  source and destination 
pair 
Traffic shapingjpriorit iz~tion to allow resource 
management b e h e e n  high priorrty, low 
latency internal O R C A  network haffic and 
lower prior rbj, latency to Ier ant exter na I O R C A 



9. NETWORKING I 
mhvdiiq 
Maintain en d to- e nd con ne dvib of 
airborne segment of 3#294 reliabilrtywith 
7546 of end-tw end dk rup t ioE  <5 s e c  
Secure communicatiom capabilrty [Le. 
H A P Q  for e n d b e n d  secure transport 
that k permksible bythe s ource and 
destination pair; 
Lah&T, d e M 0 R d r n t k  Md-h+d 
m h v d i p d m a m e & f i & g  ?bwakbwm 
mdesad him q K u K . i  mdes 
Demo of link disruption mitigation p rdocok  
to lirk dkrupt iom of 35 s e c  without 
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ORCA Networking Summary T .  55L 

rn ORCA network can be considered a stub-network off of 
existing GIG infrastructure; 

rn Networking needs to address the characteristics of the 
individual links (geometry and physical layer) to produce 
a reliable END-to-END capability; 

rn Networking must be compatible with existing network 
architectures inclusive of security and QoS requirements 
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